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ABSTRACT

Document images undergo various degradation processes.
Numerous models of these degradation processes have been
proposed in the literature. In this paper we propose a model-
based restoration algorithm. The restoration algorithm first
estimates the parameters of a degradation model and then
uses the estimated parameters to construct a lookup table for
restoring the degraded image. The estimated degradation
model is used to estimate the probability of an ideal binary
pattern, given the noisy observed pattern. This probability
is estimated by degrading noise-free document images and
then computing the frequency of corresponding noise-free
and noisy pattern pairs. This conditional probability is then
used to construct a lookup table to restore noisy images.
The impact of the restoration process is then quantified by
computing the decrease in OCR word and character error
rate.

We find that given the estimated degradation model pa-
rameter values, the restoration algorithm decreases the char-
acter error rate by 16.1% and the word error rate by 7.35%.
In some categories of degradation (e.g. model parameters
that give rise to broken characters) there is a 41.5% reduc-
tion in character error rate and 20.4% reduction in word er-
ror rate.

1. INTRODUCTION

Document images are usually corrupted by various types
of noises during the document generation and copying pro-
cesses. We wish to design a filter to restore a class of doc-
ument images with similar structural features and degrada-
tion conditions. A traditional approach to this problem is by
means of linear filters [1]. Although linear filters are math-
ematically simple, their use usually results in distortion of
many important image characteristics. In this paper we pro-
pose an algorithm to create a look-up-table that can be used
for restoring degraded images.

The issue of morphological filter design has been stud-
ied by numerous researchers [2, 3, 4]. These algorithms do

not incorporate prior noise model characteristics into the fil-
ter design. This suggests that the restoration algorithms may
be further improved by using the image noise model.

A survey of document image degradation models pro-
posed in the literature can be found in [5]. We use the
model proposed by Kanungo et al. [6, 7] for our restoration
algorithm.

2. DOCUMENT DEGRADATION MODEL

Our degradation model [6] has six parameters: Θ = (η, α0,
α, β0, β, k). We model the probability of a pixel flipping
from foreground to background or vice-versa as an expo-
nential function of its distance from the nearest boundary
pixel. The foreground and the background 4-neighbor dis-
tance d are computed using a standard distance transform
algorithm. The flipping probabilities of the foreground and
background pixels are controlled by α0, α and β0, β respec-
tively. The parameters α0, β0 are the initial values for the
exponentials and decay speed of the exponentials are con-
trolled by the parameters α, β. Parameter η is the constant
probability of flipping for all pixels. Parameter k is the
size of the disk used in the morphological closing opera-
tion. This operation normally simulates the correlation in-
troduced by the point-spread functional of the optical sys-
tem. The procedure to degrade an ideal binary image is as
follows:

1. Compute the distance d of each pixel from the char-
acter boundary.

2. Flip each foreground pixel with probability

p(0|1, d, α0, α) = α0e
−αd2

+ η.

3. Flip each background pixel with probability

p(1|0, d, β0, β) = β0e
−βd2

+ η.

4. Perform a morphological closing operation with a disk
structuring element of diameter k.



Figure 1 illustrates the ideal and degraded images with
different model parameters. Note that the two degraded im-
ages differs in the speed of decay of exponential functions.
If α < β, more foreground pixels change to the background
so the images look like being corrupted by subtractive noise.
If α > β, more background pixels change to the foreground
so the images are more like having additive noise.

3. THE ESTIMATION ALGORITHM

In this section, we describe a parameter estimation algo-
rithm for the abovementioned degradation model [8]. In-
puts to the estimation algorithm are the ideal and degraded
images. The basic idea behind our estimation algorithm is
that we assume two images that looks alike should possess
the same model parameters. Let I be the ideal image and
R be the given degraded image. The problem is to estimate
the model parameter Θ such that if we degrade I with the
parameter fixed at Θ, we will get an image Sθ that looks
similar to R. It’s quite important for us first to characterize
the measure of similarity between two images. The simplest
way to measure the similarity is to compute the absolute dif-
ference between two images but this also requires perfect
alignment between two images, which is nearly impossible
if the character level geometric groundtruth is not available.
We drive a more robust similarity measure by looking at the
distribution of the noise patterns. We say that two image R
and S are similar if the corresponding pattern distributions
are similar.

Let P be a set of neighborhood bit patterns and p be an
arbitrary element in the set P . If we choose (3 × 3) neigh-
borhood,we will have totally 512 different pattern distribu-
tions. Let HR(p) (p ∈ P ) denotes the number of times the
pattern p occurs in the binary image R. In terms of morpho-
logical morphology, we could define HR(p) more precisely
as:

HR(p) = #{Rª p}. (1)

We say that two image R and S are similar if the cor-
responding pattern distributions HR and HSθ

are similar.
To test similarity of two pattern distributions, we use the
Kolmogorov-Smirnov test of the two pattern distributions.
Let KS(HR, HSθ

) denote the KS test p-value for the null
hypothesis that the two distributions are same. We will use
this p-value as the objective function that the estimation pro-
cess tries to maximumize. That is,

θ̂ = argθmaxKS(HR,HSθ
) (2)

Conventional optimization algorithm normally need a closed
form to minimize or maximize the objective function. But in
our case, since Sθ is computed by simulation, it’s impossi-
ble to use the standard derivative approach to solve the prob-
lem. Thus we choose the simplex optimization algorithm to

minimize KS. To prevent the problems of local minimum,
we select multiple random starts and then pick the one with
the lowest P-value.

4. THE RESTORATION ALGORITHM

Compared to other morphological restoration algorithms [3,
4], our method is model-based. We always assume that the
degraded image can be characterized by a set of parame-
ters such that it can be estimated by using the algorithm we
described in the previous chapter. Our algorithm has two
stages, a training stage and a restoration stage.

Suppose we have an ideal image I and a corresponding
degraded image Sθ̂ where θ̂ is the estimated parameter set
used to generate Sθ̂ from I . The training stage is responsible
for computing the conditional distribution between the noise
pattern pairs in the image pair: (I, Sθ̂). During the training
stage, we first scan Sθ̂. Next we obtain its noise pattern
PS(x, y) at the location (x, y). We also obtain the point pat-
tern at location (x, y) in the ideal image I: PI(x, y). From
the pattern pairs (PI(x, y), PS(x, y)), we form the pattern
distribution of an ideal image I conditioned on the degraded
image Sθ̂: Hθ̂(PI |PS). The restoration stage is conducted
after estimating the model parameters of the degraded im-
age. Let Q represents the restored image version of Sθ̂.
Given the pattern PS(x, y) at location (x, y) of the degraded
image Sθ̂, the restored pattern PQ(x, y) in Q is computed
as:

PQ(x, y) = arg max
p∈PI

Hθ̂(p|PS(x, y)) (3)

Equation (3) is essentially the Maximum Likehood (ML)
estimate of the pattern based on the estimated parameter θ̂.
Figure 2 shows four typical noise patterns in degraded im-
age in Figure 1(b) and its conditional pattern distribution
based on the corresponding ideal image in Figure 1(a). Fig-
ure 3(a) and Figure 3(b) are the restored images correspond-
ing to the degraded images in Figure 1(b) and Figure 1(c).

5. EXPERIMENT PROTOCOL AND RESULTS

The experiment outline is illustrated in Figure 4. The basic
idea is to compare the OCR result of the degraded image
with that of the restored one. The evaluation software is
provided by the University of Maryland. It compares the
OCR outputs and the corresponding groundtruth informa-
tion and generate statistical information such as character-
level or word-level accuracy in a batch mode. We believe
that the OCR accuracy rate is a good and objective indicator
for showing how well our algorithm improves the overall
image quality.

The test images were 100 pages (one-column) of En-
glish Bible that were typeset using LaTeX. The image size
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Fig. 1. (a) A typical ideal image; (b) Degraded version of (a) with parameters (1.0, 0.7, 1.0, 3.0); (c) Degraded version of (a)
with parameters (1.0, 3.0, 1.0, 0.7).
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Fig. 4. Illustration of the experimental setup to compare OCR accuracy on restored versus unrestored images.

is A4 with 12-point font size. The 100 test images were de-
graded and then categorized into ten groups with each group
possessing an unique parameter set. The OCR product was
FineReader4.0, manufactured by ABBYY. Table 1 gives the
OCR accuracy improvement before and after our restoration
algorithm with the specific parameter set (α0, α, β0, β) =
(0.8, 0.8, 1.0, 3.0).

From the Table 1, we see that our restoration algorithm
decreases both the OCR error rate and image noise level.
In this special case, the OCR error rate at the character and
word levels get improved by 19% and 9.0%. For all of 100
images we tested, the decreases in OCR accuracy error rate
at the character and word levels range from 3.4% to 41.5%
and from 1.0% to 20.4% respectively, depending on what
model parameters are associated with the degraded images.
The average improvement are 16.1% at character level and
7.35% at word level. In particular, we find that our algo-
rithm performs better in restoring the images suffering from

broken characters (Figure 1(b)) than those that have blurred
chracters (Figure 1(c)). This gives us the impression that
the OCR product seems to be more vulnerable to broken
characters which have more subtractive noise. In addition
to the OCR error rate, our algorithm significantly decreases
the image noise level by amount, ranging from 13.1% to
52.7%.
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Fig. 3. (a) The restored version of the image shown in Fig-
ure 1(b). (b) The restored version of the image shown in
Figure 1(c).
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